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Abstract 

This work is focused on an automatic recognition of hand gestures using depth 
sensors. Kinect for XBOX360 consists of depth sensors and was used in this work. 
The algorithm for the hand-tracking is based on fingertips detection method and on 
centers of palms detection method. For demonstration and evaluation purposes, the 
HandTrackerApp application was developed in C++ programming language. The 
application executes the whole process which consists of retrieving the image, 
filtering, hand-tracking and gesture recognition. Furthermore, the application 
consists of Graphical User Interface and is providing output classification 
visualization and data import/export. The multi-layer perceptron (MLP) network for 
gesture recognition is used. For training of this neural network Backpropagation of 
error was used. The training process of the MLP network was realized in Matlab 
using Neural Network Toolbox. For training and testing of MLP network a database 
of 12 gestures with 159 records was used.  

1 Introduction 
In the last years there has been great development in area of depth cameras. The use of these 

cameras, with their available prices, is found in control of video game consoles by moving body. For 
example Xbox 360 with the motion sensor Kinect from Microsoft. Besides the motion sensor Kinect 
there are other alternatives of different companies. Kinect sensor has been used in this work too. 

Using the motion sensor Kinect many applications are developing and one of them is also 
tracking of hand and gesture hand recognition, with which this work deals too. Gesture recognition is 
very important in the area of robotics, which makes it possible to control and teach robots to perform 
certain actions. It is also a great tendency to create programs for gesture language recognition. 

For gesture recognition several algorithms were created [1, 2, 6, 9, 11, 12, 13]. Proposed 
algorithms have to solve data processing from sensors, hand segmentation, hand tracking, obtaining 
necessary parameters for classification and the most important the gesture classification itself. In this 
paper we used the hand-tracking algorithm based on the fingertips detection method and on the centers 
of palms detection method [13]. Direct gesture classification by MLP network was used for 
normalized fingertips positions. 

 

2 Hand tracking algorithm  
Hand tracking algorithm has to filter out the hand from screen background at first. Then it is 

necessary to use such transformation, which produces an output as dataset of hand orientation 
description. These output data is afterwards used for gesture classification. In figure 1 is a block 
diagram for gesture recognition [11]. 



 
Figure 1: Block scheme of gesture recognition system 

2.1 Hand segmentation 
Hand segmentation from image was realized on basis of a depth map. The depth map and the 

depth filtered area are displayed in figure 2. 

 
Figure 2: Segmentation on base of the depth map: left - original, right - depth filtered area 

2.2 Hand tracking 
When the area containing only the hand and part of the wrist is found, it is possible to analyze 

this filtered area further. A our algorithm was inspired by work of Zhi-Hua, K. Jung-Tae, L. Jianning, 
Z. Jing, and Y. Yu-Bo [13] but it was largely reworked and its final version is described below.  

Because the output data from the depth sensor are noisy, it is necessary to filter out the output 
data. The first used filter was median filter, used to remove noise on the edges of the mask. The 
contours from binary image are obtained using findContours function from OpenCV library [13]. To 
find the center of the palm we used distance transformation. For each point of binary map a distance to 
nearest zero point of binary map is calculated. For distance calculating Euclidean norm was used. In 
figure 3 distance transformation is shown, where white color indicates the maximum distance value 
and black color indicates the minimum distance value. Center of the palm ppalm represents the point 
with maximum distance. The palm radius Rpalm is calculated as the distance between center of the 
palm and the nearest point lying on contour palm (Figure 4). 
 

 
Figure 3: Left – hand mask, right – result of distance transformation into hand mask 



 

Figure 4: Depicting of circle with center in palm centre ppalm and radius Rpalm 

 

The palm isolation consists in creating the palm contour, which is obtained by created palm 
circle by the palm center ppalm and by the radius Rpalm (Figure 4). 

For fingertips positions tracking it is necessary to find wrist points cj , which are used for 
creating a reference coordinate. To obtain the fingers we subtract palm mask from hand mask, as is 
shown in figure 5. Thus we get several objects among which are the fingers. 
 

 
Figure 5: The procedure of obtaining fingers mask  

 

Positions of fingertips ends are found using minAreaRect algorithm from library OpenCV for 
finding minimal rectangles describing fingers [15]. In figure 6 is shown final of the hand tracking 
algorithm. 

 
Figure 6: Final output of hand tracking algorithm 

 

2.3 Gesture classification 
The multi-layer perceptron (MLP) network for gesture classification was used [5, 7, 8, 10]. 

For positioning of fingertips vi direct gesture classification using MLP network was used. 

The fingertips position was normalized by position of wrist cj. Normalized fingertips position ui 
are calculated by equation (1), where o is centre of wrist position cj. 
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Normalization by distance 12 cc −  enables the neural network to be invariant with respect to 
hand distance from camera and normalization by centre of wrist again enables to be invariant to 
position and orientation of the hand. 



 
Figure 7: Input data for gesture recognition using MLP neural network 

The structure of the MLP network used in gesture classification is displayed in Figure 8. In the 
hidden and output layers of the network the logical sigmoid function (logsig) was used. Network 
inputs in the database were represented as normalized positions of fingertips in a range of (0, 1) based 
on this data MLP realized classification into classes. Every network output had a value in a range of 
(0, 1) representing a group membership rate. For the MLP network training the modified back-
propagation errors with adaptive learn rate and momentum parameter algorithm was used. 

 
Figure 8: The structure of MLP neural network used for gesture recognition 

3 Obtained results 
The training of MLP network was realized in Matlab using Neural Network Toolbox [3]. For 

training and testing of MLP network a database of 12 gestures with 159 records (figure 9) was used. 
This gestures database was obtained from HandTrackerApp application, which was developed in C++ 
programming language [4]. The application executes the whole process which consists of retrieving 
the image, filtering, hand-tracking and gesture recognition. Furthermore, the application consists of 
Graphical User Interface and is providing output classification visualization and data import/export. 

 
Figure 9: Gestures used for gesture recognition, using MLP network 

In figure 10 input data of two gestures for training MLP network are shown. Data represented of 
the normalized fingertips positions vectors. 



 
Figure 10: Input data of two gestures for training MLP network 

Data for network training were divided into train (70%) and test (30%) data. For the MLP 
network training the modified back-propagation errors with adaptive learn rate and momentum 
parameter algorithm was used. The training algorithm was able to train MLP network to reach 100% 
success rate in classification for all 159 samples. Obtained results are shown as contingency table 
(confusion matrix) in figure 11. 

 
Figure 11: Obtained results – contingency table (confusion matrix) 

4 Conclusion 
For demonstration and evaluation purposes, the HandTrackerApp application was developed in 

C++ programming language. MLP network was trained in Matlab and afterwards implemented to 
HandTrackerApp application. If the position of the fingertips was correctly detected by tracking 
algorithm, then the neural classification model showed a very good percentage rate. By successful 
testing of the MLP networks for classification problems we verified the suitability of their use in 
gesture recognition. 
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