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Abstract 

The purpose of the paper is to demonstrate the overall developing steps of the Box-
Jenkins time series modeling, i. e. selecting an appropriate model, tentative 
estimating the parameters of the selected model, checking the validity of the 
estimated model and generating forecasts of future observations. In this paper we 
concentrate on model identification by Hannan-Rissanen method using the Matlab 
program. Based on work [3], the paper presents the use of Box-Jenkins approach 
applied to wages forecasts in the Slovak economy. 
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Introduction 
The wages time series are in fact stochastic in which successive observations are dependent and 

can be represented by a linear combination of independent random variables ε εt t, −1 , ... . If the 
successive observations are highly dependent, we should use in model past values of the time series 
variable and (or) current and past values of the error terms {ε t }. There are available techniques which 
are designed to exploit this dependency and which will generally produce superior forecasts. Many of 
these techniques are based on developments in time series analysis recently presented by Box and 
Jenkins [1]. 

Most models for the time series of wages have centered about autoregressive (AR) processes. In 
Section 1 attention is confined to the application of Box-Jenkins steps (identification, estimation, 
diagnostic checking and forecasting) for time series modeling of wages. Central to the interest of the 
ARMA model will be the basic concept of last squares estimation when applied to the linear model 
and testing of its adequacy. The major goal of next section is to develop a classical ARMA model to 
predict the wages. 

 

1   Application of ARMA modeling in wages prediction problem  
To illustrate of the Box-Jenkins methodology, consider the wages time readings {yt} of the 

Slovak economy. We would like to develop a time series model for this process so that a predictor for 
the process output can be developed. The quarterly data were collected for the period January 1, 1991 
to December 31, 2006 which provides total of 64 observations (displayed in Fig. 1). To build a 
forecast model we define the sample period for analysis x1, ..., x60, i.e. the period over which we 
estimate the forecasting model and the ex post forecast period (validation data set),     x 61, ..., x 64  as 
the time period from the first observation after the end of the sample period  to the most recent 
observation. By using only the actual and forecast values within ex post forecasting period only, the 
accuracy of the model can be calculated. 



 
Fig. 1: Nominal wages (January 1991 - December 2006) 

 

To determine appropriate Box-Jenkins model, a tentative ARMA model in identification step is 
identified. In order to fit a time series to data, first the data were transformed to a stationary ARMA 
type process, i.e. the data must be modeled by a zero-mean and constant variability. After eliminating 
trend and seasonal component, the natural logarithms of the once differenced data   = -  are 
shown in Fig. 2. 
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Fig. 2: The wages data after transformation to a stationary ARMA type process 

 

There are various methods and criteria for selecting of an ARMA model. In this section we 
concentrate on model identification by Hannan-Rissanen procedure [2]. The Matlab program 
developed in [3] selects as well as estimates the model. Using this program the model for {yt} time 
series was tentatively identified as ARMA(1,3) with preliminary estimates of the model parameters as 
follows 

 

3211 365.00.588 905.046.00017.0ˆ −−−− +++−−= ttttt yy εεε   

 



2   Diagnostic checking 
After fitting a model to a given data set, the goodness of fit of the model is usually examined to see if 
it is indeed an appropriate model. There are various ways of checking if a model is satisfactory. A 
good way to check the adequacy of an overall Box-Jenkins model is to analyze the residuals  - . 
If the residuals are truly random, the autocorrelations and partial autocorrelations calculated using the 
residuals should be statistically equal to zero. Since the residuals are also ordered in time, we can treat 
them as a time series and calculate the sample correlation function of the residuals and see if it 
behaves to be a stationary random sequence.  

ty tŷ

Instead of looking at the correlation function we used the portmanteau test based on the Ljung- 

Box statistic. The test statistic is [5], [4]  
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which has an asymptotic chi square ( ) distribution with  K-p-q degrees of freedom if the model is 
appropriate. If  the adequacy of the model is reject at the level 

χ 2

2
)(,1 qpKKQ −−−> αχ α . The chi-square 

statistic applied to these autocorrelation is 13.79, and so we have no evidence to reject the model. 

 

3   Forecasting 
Because the model is written in terms of a stationary time series to obtain a point forecast, the final 
model must be rewritten in terms of the original data and then solved algebraically for . The 
forecasts obtained from this model for time 

tx
64,63,62,61=t are shown in Fig. 3. 

 

 
Fig. 3: Forecasts of wages data ARMA(1,3) model 



4    Conclusion 
This paper has focused on the problems associated with forecasting economic variables, where 

the assumption of independent errors, and hence independent observations, is not unwarranted. That 
is, the successive observations of wages data are highly dependent. There are various methods criteria 
for selecting the orders of an ARMA model. To select an appropriate ARMA model and to estimate 
the ARMA parameters the Hannan-Rissanen procedure was used. The ARMA(1,3) model for the 
wages time readings {yt} of the Slovak economy has the statistical summary measure of forecast 
accuracy MSE better then an alternative model based on exponential smoothing [3].  
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